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ABSTRACT
Background: Many safety-critical industrial applications have
turned to deep learning systems as a fundamental component. Most
of these systems rely on deep learning libraries, and bugs of such
libraries can have irreparable consequences. Aims: Over the years,
dependency structure has shown to be a practical indicator of soft-
ware quality, widely used in numerous bug prediction techniques.
The problem is that when analyzing bugs in deep learning libraries,
researchers are unclear whether dependency structures still have
a high correlation and which forms of dependency structures per-
form the best. Method: In this paper, we present a systematic
investigation of the above question and implement a dependency
structure-centric bug analysis tool: Depend4BL, capturing the in-
teraction between dependency structures and bug locations in deep
learning libraries. Results: We employ Depend4BL to analyze the
top 5 open-source deep learning libraries on Github in terms of
stars and forks, with 279,788 revision commits and 8,715 bug fixes.
The results demonstrate the significant differences among syntactic,
history, and semantic structures, and their vastly different impacts
on bug locations. Their combinations have the potential to further
improve bug prediction for deep learning libraries. Conclusions:
In summary, our work provides a new perspective regarding to the
correlation between dependency structures and bug locations in
deep learning libraries. We release a large set of benchmarks and a
prototype toolkit to automatically detect various forms of depen-
dency structures for deep learning libraries. Our study also unveils
useful findings based on quantitative and qualitative analysis that
benefit bug prediction techniques for deep learning libraries.
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1 INTRODUCTION
In recent years, deep learning has received much attention in many
security-critical domains, such as autonomous driving [17] and
healthcare [38]. However, it has been demonstrated that deep learn-
ing systems are bug-prone and may cause serious consequences,
such as the Tesla/Uber accidents [8, 11]. The great majority of these
systems rely on deep learning libraries, and their quality assurance
is becoming increasingly crucial.

Previous studies [15, 24, 42, 46, 51, 57, 64] revealed that depen-
dency structure is a valuable source to inform bugs and numerous
approaches have been proposed to use dependency structure as
the basis for bug prediction: three forms of dependency structures
have been frequently and intensively studied: syntactic structure
(derived from source code, capturing syntactic dependencies such
as method call and inheritance), history structure (derived from
the revision , capturing the co-change coupling among software
entities), and semantic structure (derived from identifiers and com-
ments, calculating the textual similarity among software entities).
All of these dependency structures are considered in previous bug
prediction techniques.

The problem is that when analyzing bugs in a specific and influ-
ential type of software system: deep learning libraries, it is not clear
whether dependency structures still present a high correlation like
existing studied software systems, and which forms of dependency
structures perform best. The fundamental problem of the corre-
lation between dependency structures and bug locations in deep
learning libraries has not been adequately explored in previous
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research. The answer will provide insights on designing effective
and efficient bug prediction techniques for deep learning libraries
to assure their quality.

In this paper, we explore the following research questions about
syntactic, history, and semantic structures in deep learning libraries:
RQ1: For these dependency structures in deep learning li-

braries, to what extent are they similar to each other?
RQ2: For these dependency structures in deep learning li-

braries, do they present similar performances on bug
prediction?

RQ3: Whether combinations of these dependency structures
have the potential to improve bug prediction for deep
learning libraries?

To answer these questions, we systematically investigate the
impact of three dependency structures on bug locations. Figure 1
presents two different decision pipelines between machine learning-
based and dependency structure-centric bug analysis process. For
the former pipeline: machine learning-based bug analysis process,
the researcher is confused about why the bug location is detected.
For the latter pipeline: dependency structure-centric bug analysis
process, after the applying of bug analysis tool on dependency struc-
tures, the calculated interaction is capable of providing explainable
results for particular data decisions. We adopt the dependency-
centric bug analysis process in our study.

We implement a dependency structure-centric bug analysis tool:
Depend4BL to reveal the intrinsic correlation between dependency
structures and bug locations in deep learning libraries. Compared
with state-of-the-art related reverse engineering techniques, De-
pend4BL focuses on capturing the interplay between dependency
structures and bug locations, as well as presenting interpretability,
comprehensibility and time overhead advantages.

In this paper, we report our comprehensive empirical study to
investigate the correlation of three dependency structures: syn-
tactic, history, and semantic with bug locations in deep learning
libraries. With the assistance of Depend4BL, we intensively studied
the top 5 open-source deep learning libraries on Github, ranked by
stars and forks, with 279,788 revision commits and 8,715 bug fixes.
Using Depend4BL, for each dependency structure, we calculate its
interaction with bug locations. Based on these data, we answer the
three research questions as follows:

(1) Similarity Analysis. Comparing syntactic, history, and se-
mantic structures, only about 6% of these structures in deep
learning libraries are similar. This implies that their effec-
tiveness should be varied as well when used to predict bugs
and it is imperative to further explore their influences on
bug locations.

(2) Coverage Analysis. Syntactic, history, and semantic struc-
tures capture different subsets of bug locations in deep learn-
ing libraries. The semantic structure captures the least lo-
cations but with the highest efficiency. By contrast, the his-
tory structure captures the most locations with moderate
efficiency. The syntactic structure also captures moderate
locations but with the lowest efficiency. Each structure has
its advantages and drawbacks.

(3) Combination Analysis. Combinations of syntactic, his-
tory and semantic structure have the potential to effectively

Source Code

Revision Predictor Location Confused Results

Structure Tool Interaction Explainable Results

(a) Machine Learning-based Bug Analysis Process

(b) Dependency Structure-centric Bug Analysis Process

Figure 1: Illustration of machine learning-based and depen-
dency structure-centric bug analysis process.

improve bug prediction performance: unions of all struc-
tures cover more bug locations, and combinations involving
semantic structure capture severe bug locations more effi-
ciently. Designing flexible strategies of structure combina-
tions can enhance the bug prediction performance.

The contributions of our work are:
• A systematic methodology for comparing various forms of
dependency architectures and their effects on bug locations
in deep learning libraries. We perform similarity, coverage,
and combination analysis on syntactic, history, and semantic
structures. Our results first revealed the significant differ-
ence between these dependency structures in deep learning
libraries, as well as their drastically different correlations
with bug locations, which advanced our understanding of
dependency structures in deep learning libraries.
• A new perspective to look at bugs of deep learning libraries.
Our empirical study revealed that various forms of depen-
dency structure capture vastly different subsets of bug loca-
tions. When designing a bug prediction technique for deep
learning libraries, the designer should take differences of
syntactic, history, and semantic structures into considera-
tion. The intersection of semantic structure captures severe
locations more efficiently, whereas the union of all structures
captures more bug locations.
• Our study enables several follow-up research directions with
a benchmark of deep learning libraries including the top 5
open-source deep learning libraries on Github with 279,788
revision commits, 8,715 bug fixes,1,715 bug locations, 73,225
syntactic dependencies, 203,867 history dependencies and
32,773 semantic dependencies, and a reusable toolkit: De-
pend4BL to automatically detect various forms of depen-
dency structures and calculate their interactions with bug
locations. Our findings can also unveil useful suggestions
for bug prediction in deep learning libraries. The benchmark
and toolkit are publicly available [3].

2 PRELIMINARY
In this section, we explain the terminologies used in our paper.
Dependency Structure For a software system, we model its de-
pendency structure as a directed multi-graph which is illustrated
as follows:

DS =
{
V ,Esyn ,Ehis ,Esem

}
(1)

250



Towards Demystifying the Impact of Dependency Structures on Bug Locations in Deep Learning Libraries ESEM ’22, September 19–23, 2022, Helsinki, Finland

where V represents the set of code entities within the system. Pack-
ages, files, classes, methods, and statements are all examples of code
entities. We use the file as the code entity in this paper. The syn-
tactic structure, historical structure, and semantic structure among
code entities are represented by Esyn , Ehis , Esem , which are further
explained as follows:
Syntactic Structure is the most frequently used dependency struc-
ture among code entities, including call, cast, contain, create, extend,
implement, import, parameter, return, throw, and use [4]. Given
two classes A and B, we further describe the description of each
syntactic type as follows:

(1) Call, is a dependency of method invocation, such as calling
the method b of class B in class A: “B.b()”.

(2) Cast, is a dependency of expression and its cast type, such
as casting the variable a into class B type in class A: “(B) a”.

(3) Contain, indicates the definition of class, method, or variable,
such as containing the variable a of class B type in class A:
“B a”.

(4) Create, is a dependency of method and its object created,
such as creating an instance of class B type: “new B()”;

(5) Extend, means inheritance of object-oriented design, such
as extending class B in class A: “class A extends B {...}”.

(6) Implement, is a dependency of the method implementation
and its interface/abstract class, such as implementing ab-
stract class B in class A: “class A implements B {...}”.

(7) Import, indicates the introduction of class, method or vari-
able, such as importing variable b of class B in class A: “im-
port B.b;”.

(8) Parameter, is a dependency of method and its parameter,
such as variable b of class B type as the parameter in class
A: “void a(B b)”.

(9) Return, is a dependency of method and its return type, such
as returning class B in method a of class A: “B a(){...}”.

(10) Throw, is similar as Return, is a dependency of method and
its throw type, such as throwing class B in class A: “throw
new B();”.

(11) Use, is a dependency of expression and its used types/variables,
such as using variable b of class B in class A: “int a=B.b*10”;

These syntactic dependencies exist in classes, methods and state-
ments. In our paper, we use the file as the basic unit and aggregate
above syntactic dependencies within files as syntactic structure:
Esyn .
History Structure, also known as evolutionary structure, is de-
rived from the revision history of a software system, modeling the
co-change relationship among files. It is defined as follows:

Ehis =
{
(fi , fj ) | cochanдe(fi , fj ) > th ∧ fi , fj ∈ V

}
(2)

where fi and fj represent the file within code entities in a software
system. cochanдe(fi , fj ) represents how fi and fj change together
in the revision history, and its calculation is further illustrated in
Section 3.
Semantic Structure is derived from the source code lexicon to
capture the textual similarity between files.

Esem =
{
(fi , fj ) | textsim(fi , fj ) > th ∧ fi , fj ∈ V

}
(3)

Commit Message

Commit ID

Location1
Location2
Location3

Fix Churn

Figure 2: The record of a bug fix: commit a775e0c in Tensor-
Flow

RQ1: Similarity Analysis

RQ2: Coverage Analysis

RQ3: Combination Analysis

Empirical Study

Commits

Depends

Antlr
Source Code

Bug Fixes

Syntactic 
Structure

Semantic 
Structure

History 
Structure

Depend4BL

Applications

Benchmark Toolkit

Bug Prediction Technique

(c) Interplay Calculation

Bug
Locations

(a) Data Collection

(b) Model Contruction

Figure 3: Overview of our study and its applications.

where fi and fj represent the file within code entities in a software
system. th represents the threshold. textsim(fi , fj ) represents the
textual similarity between fi and fj , and its calculation is further
illustrated in Section 3.
Bug Fix is an instance of code commit which is applied to fix bugs
in version control systems such as SVN [10] and Git [5]. Typically,
this commit adds code changes on bug locations and also reports
textual description as commit message. Figure 2 shows such a record
of bug fix: commit a775e0c [1] in TensorFlow [12]. In this bug fix,
we mark the commit message and commit ID. We also outline fix
churn (lines of code) and bug locations. In this paper, we model a
bug fix (f ixi ) as a set of fixed files and involved lines of code on
these files, which are illustrated as follows:

Fixi =
{
(fj , churn(Fixi , fj )) | j = 1, 2, · · · ,m

}
(4)

wherem represents the number of fixed files. fj and churn(Fixi , fj )
represent each fixed file and the involved lines of code.
Bug Location describes a set of code locations frequently involved
in bug fixes. In this paper, for a software system, we model the bug
location (BL) as follows:

BL =
{
(fj ,blj ) | j = 1, 2, ...,m

}
blj =

{
(Fixi , churn(Fixi , fj )) | i = 1, 2, ...,n

} (5)

wherem and n represent the number of fixed files and the number
of bug fixes. For a fixed file: fj , Fixi and churn(Fixi , fj ) represent
the involved bug fix and lines of code spent on Fixi .

3 OVERVIEW
Figure 3 presents the overview of our study.We select 5 open-source
deep learning libraries as our subjects (Section 3.2), and quantify
the impact of various dependency structures on bug locations using
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Depend4L by: 1) mining code repositories to collect dependency
structures and bugs fixes, (2) modeling dependency structures and
bug locations, and (3) calculating the interplay between dependency
structures and bug locations. Based on the collected data, we con-
duct an empirical study by answering three research questions in
Section 4. This study enables several follow-up research detailed in
Section 5.

3.1 Studied Subjects
We choose 5 open-source deep learning libraries including Caffe
[32], Keras [7], Pytorch [45], TensorFlow [12], and Theano [13],
as our subjects for they are active in the deep learning commu-
nity according to stars and forks in Github, and most of them are
also frequently investigated in deep learning system research [29–
31, 41, 52, 54, 62]. These subject vary in sizes, applications, and
implementations.

3.2 Data Collection
Table 1 summarizes the statistical information of the data collected
in this paper, including syntactic structures, history structures, se-
mantic structures, bug fixes and bug locations. Affected by the size
of the deep learning library and the tools for generating the depen-
dency structure, the scale of dependency structure generated from
different libraries can vary significantly. The details are explained
as follows:
Syntactic Structure Collection.We employ Depends [4], a state-
of-the-art static analysis tool, to extract syntactic dependencies
among code entities. Depends can analyze 11 types of syntactic de-
pendencies including call, cast, contain, create, extend, implement,
import, parameter, return, throw, and use. Depends also support
dependency analysis from different programming languages, in-
cluding C and Python, which are used in our studied subjects. For
each subject, we extract various types of syntactic dependencies and
aggregate these dependencies at the file-level as syntactic structure.
History Structure Collection. We employ the history coupling
space [40], a novel conditional probability model to manifest how
likely a change to a file may influence other files. For a pair of files:
fi and fj , if they have history dependency, the following condition
should be satisfied:

cochanдe(fi , fj ) > th ⇔ #(fi , fj ) > th1 ∧
#(fi , fj )
#(fi )

> th2 (6)

where #(fi , fj ) represents the number of co-change frequencies be-
tween fi and fj in the revision history. #(fi ) represents the number
of change frequencies of fi in the revision history. th1 represents the
threshold of co-change frequencies and th2 represents the threshold
of co-change probability. Following the work of Mo et al. [40], we
heuristically set th1 and th2 as 5 and 0.33 respectively. We examined
all file pairs and collect file pairs satisfied with conditions as the
history structure.
Semantic Structure Collection.We take the following four steps
(i.e., extract identifiers and comments, process and filter noise, gen-
erate feature vectors, and calculate textual similarity) to capture
code semantics.

step1: extract identifiers and comments.We crawled the lexical
information including identifiers and comments by manually
implementing an Antlr-based lexical parser [2].

step2: preprocess and filter noise. We first split each collected
word according to the naming convention, such as camel
casing and snake casing, and then use the Porter algorithm
[33] to extract the stem. Finally, 345 natural language stop
words [33] are filtered from these words.

step3: generate feature vectors. For each file, we generate its
feature vector with three state-of-the-art text modeling tech-
nique, including TF-IDF [35], Word2Vec [36], and BERT [48],
based on preprocessed data.

step4: calculate textual similarity. For all file pairs, we calculate
the cosine similarity between generated feature vectors.

For a pair of files: fi and fj , if they have semantic dependency, the
following condition should be satisfied:

textsim(fi , fj ) > th ⇔ cosine(t f (fi ), t f (fj )) > th1

∧ cosine(wv(fi ),wv(fj )) > th2 ∧ cosine(bt(fi ),bt(fj )) > th3
(7)

where cosine represents the cosine similarity between feature vec-
tors. t f (fi ),wv(f i), and bt(fi ) represent the feature vector gener-
ated by TF-IDF, Word2Vec, and BERT for fi respectively. th1, th2,
and th3 represent the used threshold of cosine similarity in various
text modeling techniques. Following the work of Cui et al. [20], we
uniformly set the threshold: th1, th2, and th3 as 0.66. We examined
all file pairs and collect file pairs satisfied with conditions as the
semantic structure.
Bug Fix Collection. Following the previous work [22, 63], we
collect bug fixes from commits by heuristically mapping the commit
messages and bug-related keywords (namely bug, error, fault, fix,
patch or repair). For example, shown in Figure 2, this commit is
identified as a bug fix containing the keyword: “Fix”. To eliminate
noisy data in commits, this paper combines the Meta-change aware
SZZ [21], an improvement of the SZZ algorithm, to identify code
changes for bug fixes.
Bug Location Collection. For each bug fix, we use GumTree [6], a
state-of-the-art code difference detection tool, to detect fine-grained
bug locations. For example, shown in Figure 2, this bug fix have
3 bug locations at the file-level: kernel_util.cc, sub_test.cc, and
binary_op.py.

Overall, we collected 279,788 revision commits, 8,716 bug fixes,
1,715 bug locations, 73,225 syntactic dependencies, 203,867 history
dependencies, and 32,773 semantic dependencies from 5 studied
subjects: Caffe, Keras, Pytorch, TensorFlow, and Theano.

3.3 Model Construction
Dependency Structure Modeling. In our paper, for each form of
dependency structure, we split it into a suite of overlapped sub-
graphs: SGSet according to its structural impact scope. We use
each involved file as the leading file and formally define its impact
subgraph: ISG j as follows:

SGSet =
{
ISG j | j = 1, 2, ...,m

}
(8)
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Table 1: Statistics of studied subjects. #Locations represents the number of bug locations: |BL|. #Syntactic, #History, #Semantic
represents the number of collected syntactic, history, and semantic dependencies: |Esyn |, |Ehis |, |Esem |.

Subject Version Length of History (#Months) #Commits #Fixes #Locations #Syntactic #History #Semantic

Caffe [32] 1.0 9/2013 to 4/2022 (103) 12,633 632 259 45 1,651 606
Keras [7] 2.8.0 3/2015 to 4/2022 (85) 6,972 2,068 467 12,296 62,099 860
Pytorch [45] 1.11.0 1/2012 to 4/2022 (123) 97,902 75 119 21,244 33,651 9,472
TensorFlow [12] 2.8.0 11/2015 to 4/2022 (77) 134,056 250 180 37,162 106,295 21,711
Theano [13] 1.0.5 1/2008 to 4/2022 (171) 28,225 5,690 690 2,478 171 124
Sum — 1/2008 to 4/2022 (171) 279,788 8,715 1,715 73,225 203,867 32,773

where m is the total number of impact subgraphs. Each impact
subgraph (ISG j ) consists of two elements:

ISG j =
(
fj , suboridnate(fj )

)
(9)

where fj represents the leading file and suboridnate(fj ) represents
the files that directly or indirectly depend on the leading file. In our
paper, we implement the automatic splitting of dependency struc-
tures using the transitive closure function in the complex network
analysis package: networkx [9]. Figure 4 presents a running exam-
ple of dependency structure modeling in Pytorch. As presented, f1
is the leading file. f2 directly depends on f1 and f3-f6 indirectly
depend on f1.
Bug LocationModeling. Based on the collected bug locations: BL,
we first rank all the locations in terms of frequency and churn. We
use BLFre_x%ile to model the subset of bug locations within the top
xth percentile, ranked based on the number of times involved in bug
fixes (bug frequency). We implement BLFre_x%ile by iteratively
counting the number of bug fixes: n for the bug location: blj in
equation 5. We also use BLChurn_x%ile to model the subset of bug
locations within the top xth percentile, ranked based on the number
of lines of code spent on bug fixes (bug churn). We implement
BLChurn_x%ile by iteratively calculating the number of lines of
code on bug fixes:

∑n
i=1 churn(Fix j , fj ) for the bug location: blj in

equation 5.

3.4 Interplay Calculation
To investigate the correlation of different dependency structures
with bug locations, we further calculate its interaction. The inter-
play calculation can be deemed as a set cover problem (SCP), which
is a classical question in combinatorics and computer science shown
to be one of Karp’s 21 NP-complete problems [34]. In our paper,
subgraphs: SGSet can be analogized as the set used to cover. Bug
locations, like BLFre_x%ile or BLChurn_x%ile , can be analogized
as the set to cover. As a heuristic algorithm, the greedy algorithm
is efficient and easy to understand. Considering the scale of inter-
active computation in this paper, we design a greedy algorithm to
solve this problem.

Algorithm 1 shows the procedure of our greedy algorithm. The
input of this algorithm is a set of impact subgraphs: SGSet and
the target bug locations to be covered: TarдetSet . The output is
several subgraphs capturing the bug locations: ResultSet . Line 2
to 14 iteratively inspects each subgraph. Line 4 to 9 select the
subgraph covering the most bug locations: TarдetSet from all the
subgraphs: SGSet . After selecting, Line 11 removes the selected
subgraph: MaxSG and Line 13 removes the involved files of the

Algorithm 1 GreedyCoverage(SGSet,TargetSet)
1: ResultSet← ∅
2: while TargetSet , ∅ do
3: # find the subgraph covering TargetSet most
4: MaxSG← ∅
5: for ISG ∈ SGSet do
6: if |ISG ∩ TargetSet| > |MaxSG ∩ TargetSet| then
7: MaxSG← ISG
8: end if
9: end for
10: ResultSet.append(MaxSG)
11: SGSet.remove(MaxSG)
12: # remove involved files in the TargetSet
13: TargetSet.remove(MaxSG ∩ TargetSet)
14: end while
15: return ResultSet

1: test_fx_const_fold.py
2: node.py
3: graph.py
4: _compatibility.py
5: operator_schemas.py
6: immutable_collections.py

f1

f2

f4 f6

f3 f5

Figure 4: A running example of impact subgraph in Pytorch.
test_fx_const_fold.py is the leading file.→ represents direct
dependencies.d represents indirect dependencies.

selected subgraph:MaxSG ∩TarдetSet . Line 15 finally returns the
results: ResultSet .

4 EMPIRICAL STUDY
Based on the collected data, in this paper, we aim to explore the
following three research questions:
RQ1: For these dependency structures in deep learning li-

braries, to what extent are they similar to each other?
The answer to this question will advance our understanding
regarding to the overall differences of these three depen-
dency structures in deep learning libraries.

RQ2: For these dependency structures in deep learning li-
braries, do they present similar performances on bug
prediction?
The answer to this question will shed lights on their differ-
ences in terms of predicting bugs for deep learning libraries.
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RQ3: Whether combinations of these dependency structures
have the potential to improve bug prediction for deep
learning libraries?
The answer to this question will provide suggestions re-
garding how various dependency structures can be better
leveraged to predict bugs for deep learning libraries.

We run all the experiments on a 2.4GHz Intel Xeon-4210R server
with 10 logical cores and 128GB of memory.

4.1 RQ1: Similarity Analysis
Approach. To answer RQ1, we measure the overall similarity
among three forms of dependency structures: syntactic structure,
history structure, and semantic structure in our studied subjects
using a2a [37]. We measure the local similarity among these depen-
dency structures using cvд [37]. The related concepts are listed as
follows:

a2a [37] is a percentage score that measures the distance between
two dependency structures: A and B, computed as follows:

a2a(A,B) = (1 −
mto(A,B)

aco(A) + aco(B)
) × 100% (10)

where mto(A,B) is the minimum number of operations needed
to transform structure A into structure B. aco(A) or aco(B) is the
number of operations needed to construct structure A or B from
a “null” structure. The calculation details are available in [37]. a2a
returns 0% if two structures are completely different. a2a returns
100% if two structures are same. The closer the two structures are,
the higher the score.

cvд [37] measures the extent to which two structures’ subgraphs
overlap:

cvд(A,B) =
simC(A,B)

allC(A)
× 100% (11)

simC(A,B) returns the subset of subgraphs from A that have at least
one “similar" subgraph in B. allC(A) returns the set of all subgraphs
in A. The calculation details are also available in [37]. For example,
given two structuresA and B, cvд(A,B) = 70% and cvд(B,A) = 40%
mean that 70% of subgraphs in structure A still exist in structure B,
while 100% − cvд(B,A) = 60% of the subgraphs in structure B have
been added based on structure A.
Result. Table 2 demonstrates the similarity results as a square ma-
trix, where rows and columns are labeled by the same set of three
dependency structures: syntactic, history, and semantic structure
in the same order. The cells contain the a2a and cvg scores. For in-
stance, the cell (Caffe.Syntactic, History.a2a) is marked with “0.3%",
meaning that the a2a score between syntactic structure and history
structure in Caffe is 0.3%. In this matrix, the a2a result is symmetric
and the cvg result is asymmetric according to its definitions. We
highlight the greatest a2a and cvg scores in studied projects with a
grey background color. As presented in Table 2, syntactic, history,
and semantic structure present significant differences both on the
overall and local similarity: the average a2a score between syntac-
tic, history and semantic structure of studied projects is 0.8%-5.9%.
The average avg score between syntactic, history and semantic
structure of studied projects is 0.1%-4.9%.

Table 2: The similarities between syntactic structure, history
structure and semantic structure.

Syntactic History Semantic
Subject Type a2a cvg a2a cvg a2a cvg

Syntactic — — 0.3% 3.3% 1.0% <0.1%
Caffe History 0.3% 0.4% — — 16.4% 0.8%

Semantic 1.0% <0.1% 16.4% 3.3% — —
Syntactic — — 5.7% 1.6% 1.9% 0.2%

Keras History 5.7% 1.3% — — 1.3% 0.9%
Semantic 1.9% 1.1% 1.3% 11.0% — —
Syntactic — — 0.3% 2.4% 0.5% 0.2%

KerasPytorch History 0.3% 1.3% — — 2.9% 0.1%
Semantic 0.5% 1.2% 2.9% 1.1% — —
Syntactic — — 0.2% 1.1% 0.5% 0.3%

TensorFlow History 0.2% 0.3% — — 2.5% 0.1%
Semantic 0.5% 0.6% 2.5% 1.6% — —
Syntactic — — 0.4% 0.9% 0.2% <0.1%

Theano History 0.4% 1.8% — — 6.5% 1.2%
Semantic 0.2% <0.1% 6.5% 7.6% — —
Syntactic — — 1.4% 1.9% 0.8% 0.1%

Avg History 1.4% 1.0% — — 5.9% 0.6%
Semantic 0.8% 0.6% 5.9% 4.9% — —

Answer to RQ1: Comparing syntactic, history, and semantic
structures, only about 6% of these structures in deep learning
libraries are similar.

Implications. The result of RQ1 reveals that syntactic, history,
and semantic dependencies produce drastically diverse structures.
Compared with similarity results of previously studied software
systems [14, 20, 64], these dependency structures in deep learning
libraries are substantially less similar. This implies that their effec-
tiveness should be varied as well when used to predict bugs. It is
imperative to explore their influences on bug locations.

4.2 RQ2: Coverage Analysis
Approach. To answer RQ2, we first define a specific subset of bug
locations asTarдetSet , which can be either bug locations frequently
involved in bug fixing: BLFre_x%ile , or bug locations that are most
expensive to fix: BLChurn_x%ile . We employ multiple types of
TarдetSet , from BLFre_10%ile to BLChurn_100%ile (BL), and from
BLChurn_10%ile to BLChurn_100%ile (BL). For eachTarдetSet , we
use our tool: Depend4BL to locate its corresponding interactions as
the coverage result: ResultSet and calculate its precision and recall
score: CPrecision and CRecall as follows:

CPrecision =
|ResultSet ∩TarдetSet |

|ResultSet |
× 100%

CRecall =
|ResultSet ∩TarдetSet |

|TarдetSet |
× 100%

(12)

For each subset of dependency structures and each subset of bug
locations:TarдetSet from each subject, we employ Depend4BL and
calculate the precision and recall scores: CPrecision and CRecall .
Result. Table 3 presents the averageCPrecision andCRecall scores
of studied subjects to cover from BLFre_10%ile to BLFre_100%ile ,
and from BLChurn_10%ile to BLChurn_100%ile using syntactic,
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Table 3: The average coverage results:CPrecision andCRecall for various subsets of bug locations: BLFre_x%ile andBLChurn_x%ile
in studied subjects.

BLFre_x%ile
Type Measure 10%ile 20%ile 30%ile 40%ile 50%ile 60%ile 70%ile 80%ile 90%ile 100%ile Avg
Syntactic CPrecision 5.3% 4.7% 7.0% 5.6% 6.7% 6.7% 8.6% 8.6% 7.3% 8.2% 6.9%
Syntactic CRecall 38.8%+ 35.1% 34.9% 33.0% 29.8% 29.3% 29.8% 28.8% 28.7% 29.8% 31.8%
History CPrecision 42.8%+ 37.1%+ 21.6% 21.9% 21.3% 22.5% 25.4% 26.0% 27.0% 28.2% 27.4%
History CRecall 22.4% 36.7%+ 38.3%+ 41.2%+ 41.5%+ 41.6%+ 42.5%+ 42.2%+ 41.4%+ 41.8%+ 39.0%+
Semantic CPrecision 35.1% 23.6% 29.4%+ 31.2%+ 31.3%+ 32.2%+ 37.2%+ 39.7%+ 42.9%+ 41.5%+ 34.4%+
Semantic CRecall 4.9% 8.4% 10.0% 9.2% 9.2% 9.3% 9.6% 9.0% 9.1% 10.3% 8.9%

BLChurn_x%ile
Type Measure 10%ile 20%ile 30%ile 40%ile 50%ile 60%ile 70%ile 80%ile 90%ile 100%ile Avg
Syntactic CPrecision 5.6% 5.7% 5.7% 9.0% 6.8% 7.9% 7.8% 8.7% 7.7% 8.2% 7.3%
Syntactic CRecall 28.7%+ 30.4% 29.9% 29.8% 29.6% 28.5% 28.5% 28.5% 29.7% 29.8% 29.3%
History CPrecision 20.6% 16.6% 17.9% 19.4% 19.4% 22.2% 23.8% 26.0% 27.8% 28.2% 22.2%
History CRecall 28.7%+ 32.8%+ 34.9%+ 36.0%+ 37.4%+ 39.3%+ 40.6%+ 41.6%+ 42.3%+ 41.8%+ 37.6%+
Semantic CPrecision 31.8%+ 25.1%+ 25.5%+ 30.6%+ 31.0%+ 32.6%+ 34.3%+ 37.9%+ 38.7%+ 41.5%+ 32.9%+
Semantic CRecall 8.6% 6.3% 6.9% 8.3% 9.2% 8.2% 9.1% 9.8% 10.3% 10.3% 8.7%
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Figure 5: The coverage results: CPrecision and CRecall for various subsets of bug locations: BLFre_x%ile and BLChurn_x%ile in
studied subjects: Caffe, Keras, Pytorch, TensorFlow, Theano.

history, and semantic structure respectively. We highlight the great-
est CPrecision and CRecall scores with a grey background color
and a + mark for each bug location. Figure 5 depicts the coverage
results for each subjects, where the x-axis represents BLFre_x%ile
or BLChurn_x%ile and the y-axis representsCPrecision orCRecall .
As presented in Table 3 and Figure 5, we observed that bug loca-
tions are covered differently in terms of syntactic, historical, and
semantic structure. The results in Table 3 and Figure 5 demonstrate
that the semantic structure presents the lowest CRecall score: 8.9%
in BLFre_x%ile and 8.7% in BLChurn_x%ile but the highest CPreci-
sion score: 34.4% in BLFre_x%ile and 32.9% in BLChurn_x%ile on
average. By contrast, the history structure presents the highest CRe-
call score: 39.0% in BLFre_x%ile and 37.6% in BLChurn_x%ile but

moderate CPrecision score on average. The syntactic structure also
presents a moderate CRecall score and the lowest CPrecision score:
39.0% in BLFre_x%ile and 37.6% in BLChurn_x%ile on average.

Answer toRQ2: Syntactic, history, and semantic structures cap-
ture different subsets of bug locations in deep learning libraries.
The semantic structure captures the least locations but with the
highest efficiency. By contrast, the history structure captures the
most locations with moderate efficiency. The syntactic structure
also captures moderate locations but with the lowest efficiency.
Each structure has its advantages and drawbacks.
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Implications. The result of RQ2 demonstrates that the syntactic,
history, and semantic structures are significantly varied in terms of
capturing bug locations in deep learning libraries. Compared with
coverage results of previously studied software systems [14, 20, 64],
the characteristics of bug locations covered by each structure vary
significantly as well. The indication is that when performing bug
prediction for deep learning libraries, these dependency structures
should be considered and compared separately. We need a compre-
hensive understanding regarding to the influence of dependency
structure interactions on bug locations.

4.3 RQ3: Combination Analysis
Approach. To answer RQ3, we exhaustively investigate the inter-
section and union of syntactic, history, and semantic structure. In
total, we generate 8 combinations of these dependency structures,
measure their interaction with three representative TarдetSets:
BLFre_10%ile , BLChurn_10%ile , and BL, and make a systematic
comparison.

The 8 combinations are listed as follows: Syn ∩ His, Syn ∩ Sem,
His ∩ Sem, Syn ∩ His ∩ Sem, Syn ∪ His, Syn ∪ Sem, His ∪ Sem,
and Syn ∪ His ∪ Sem, where Syn, His and Sem represent the abbre-
viation of syntactic, history, and semantic structure. The notations,
∪ and ∩, represent the union operator and intersection operator.

For each combination, we use Depend4BL to calculate inter-
actions with BLFre_10%ile , BLChurn_10%ile and BL. In addition
to CPrecision and CRecall , we use the following two metrics to
measure the results:

BFIR, following the work of Mo et al. [39], measures the in-
crease of the average bug frequency of each bug location with the
combination over bug locations without the combination, defined
as:

BFIR = (
f re (ResultSet)

|ResultSet |
×
|BL − ResultSet |

f re (BL − ResultSet)
−1)×100% (13)

where |ResultSet | represents the number of bug locations in combi-
nation. |BL−ResultSet | represents the number of bug locations not
in combination. f re (ResultSet) represents the sum of bug frequen-
cies for bug locations in ResultSet . f re (BL − ResultSet) represents
the sum of bug frequencies for bug locations not in ResultSet .

BCIR, similarly, measures the increase of the average bug churn
of each bug location with the combination over bug locations with-
out the combination, defined as:

BCIR = (
churn (ResultSet)

|ResultSet |
×

|BL − ResultSet |

churn (BL − ResultSet)
− 1) × 100%

(14)
where churn (ResultSet) represents the sum of bug churn for bug
locations in ResultSet . churn (BL − ResultSet) represents the sum
of bug churn for bug locations not in ResultSet .

We use an example to illustrate BFIR and BCIR. For a BL with
three bug locations: {A,B,C}, its involved bug frequencies and
churn are listed as: (3, 100), (2, 200) and (1, 300). Given a ResultSet :
{A,B}, to calculate BFR, the result of f re (ResultSet) is 5 and the
result of f re (BL − ResultSet) is 1 respectively. Thus, the result of
BFIR should be ((5/2)*(1/1)-1) = 150%, meaning that the average bug
frequencywithin theResultSet is higher than the average frequency
in BL − ResultSet . The result of BCIR should be ((300/2)*(1/300)-1)

= -50%, meaning that the average bug churn within the ResultSet
is lower than the average frequency in BL − ResultSet .
Result. Table 4 presents the combination results. The column:
“Type” presents each combination. For each combination, other
columns present the average results of 5 studied subjects to cover
BLFre_10%ile , BLChurn_10%ile and BL respectively. For intersec-
tions and unions of combinations, we highlight the greatest scores
with a grey background color and a + mark respectively. If a com-
bination covers few bug locations, we mark (CPrecision, CRecall,
BFIR, BCIR) as (<0.1%, <0.1%, NULL, NULL).

The intersection of syntactic, history, and semantic structure
capture few bug locations with most frequencies and churn: BL-
Fre_10%ile and BLChurn_10%ile, and a small proportion of all bug
locations: 5.1%, showing fewer maintenance costs than other loca-
tions in frequency and churn: -73.4% and -90.2%. The intersection
of syntactic and semantic structure (Syn ∩ Sem) shows a high
CPrecision score: 83.3%, 64.3% and 86.4% to cover bug locations:
BLFre_10%ile, BLChurn_10%ile, and BL but a low CRecall score:
3.6%, 5.8% and 4.9%, consuming more frequency and churn than
other locations. Other intersections have relatively lower CRecall
scores over various bug locations as well.

The union of syntactic, history and semantic structures captures
the most bug locations: 63.5% of all the bug locations, as well as
the most severe bug locations: 62.5% in BLFre_10%ile and 57.5% in
BLChurn_10%ile. For unions of two structures, the union of history
and semantic structure (Syn ∪ His) has the highest CPrecision
scores: 27.1%, 22.0% and 24.9% in BLFre_10%ile, BLChurn_10%ile
and BL respectively. The union of syntactic and history structure
(Syn ∪ His) covers bug locations with more churn, whereas the
union of syntactic and semantic structure (His ∪ Sem) covers bug
locations with more frequencies. One possible explanation is that
there are considerable variations between locations with the highest
frequencies and those with the highest churn.

Answer to RQ3: Combinations of syntactic, history, and se-
mantic structure have the potential to effectively improve bug
prediction performance: unions of all structures cover more
bug locations, and combinations involving semantic structure
capture severe bug locations more efficiently.

Implications. The result of RQ3 is unexpected. The intersection
of three structures captures few bug locations, whereas their union
captures the most bug locations, demonstrating that these depen-
dency structures are independent and complementary. We also
observe that combinations with semantic structure improve the
coverage efficiency. This inspires us to design flexible strategies of
structure combinations to enhance the bug prediction performance.

5 APPLICATION
This section discusses the follow-up research motivated by our
study, including the benchmark, toolkit, and insights on future
directions.
Benchmarks of correlations between dependency structures
and bug locations in deep learning libraries. Our study out-
puts a comprehensive dataset of correlations between dependency
structures and bug locations, including 279,788 revision commits,
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Table 4: The combination results of syntactic, history and semantic structures. Syn,His, and Semare abbreviations for syntactic,
history, and semantic.

BLFre_10%ile BLChurn_10%ile BL
Combinations CPrecision CRecall BFIR BCIR CPrecision CRecall BFIR BCIR CPrecision CRecall BFIR BCIR
Syn ∩ His <0.1% <0.1% NULL NULL <0.1% <0.1% NULL NULL 80.7% 5.1% -34.0% -62.8%
Syn ∩ Sem 83.3%+ 3.6% 1020.1%+ 963.2%+ 64.3%+ 5.8%+ 44.8%+ 24.1%+ 86.4% 4.9%+ 165.7%+ 141.3%+
His ∩ Sem 18.2% 8.0%+ -46.0% -50.5% 25.0% 2.2% -79.5% -68.4% 87.8%+ 4.6% -34.5% -57.1%
Syn ∩ His ∩ Sem <0.1% <0.1% NULL NULL <0.1% <0.1% NULL NULL 72.7% 5.1% -73.4% -90.2%
Syn ∪ His 3.6% 57.7% 95.4% 78.8%+ 2.4% 58.7%+ 59.9% 44.4% 5.9% 62.0% 34.4% 21.8%+
Syn ∪ Sem 6.1% 41.1% 77.4% 28.4% 4.2% 33.4% 114.6%+ -3.2% 11.5% 34.7% 36.1%+ -3.7%
His ∪ Sem 27.1%+ 26.6% 101.4%+ 77.2% 22.0%+ 34.2% -24.8% 50.9%+ 24.9%+ 45.6% -12.0% -7.4%
Syn ∪ His ∪ Sem 3.1% 62.5%+ 87.8% 74.7% 2.7% 57.5% 54.5% 40.4% 5.2% 63.5%+ 31.6% 20.7%

Table 5: The run-time performance of Depend4BL.

Tool Caffe Keras Pytorch TensorFlow Theano
Depend4BL 0.07s 1.25s 14.24s 56.65s 0.16s
Titan [59] 0.07s 5.18s 24.11s 80.66s 0.43s
ACDC [55] 0.19s 5.57s 23.86s 80.41s 0.36s

8,715 bug fixes,1,715 bug locations, 73,225 syntactic dependencies,
203,867 history dependencies and 32,773 semantic dependencies
of the top 5 open-source deep learning libraries: Caffe, Keras, Py-
torch, TensorFlow, and Theano on Github in terms of stars and
forks. This dataset also contains the interaction between various
dependencies structures and bug locations for each subject. We
believe this dataset can (1) provide an effective and reliable basis
for detecting various forms of dependency structures and involved
bug locations in deep learning libraries; (2) support the research on
bug prediction techniques for deep learning libraries.
Dependency structure-centric bug analysis tool for deep lear-
ning libraries. Our study outputs a dependency structure-centric
bug analysis tool: Depend4BL for understanding bug locations
from dependency structures in deep learning libraries. We extract
the core component of our analysis framework and implement
Depend4BL. It has three steps, including data collection, model
construction, and interplay calculation, which are described in Sec-
tion 3; Table 5 presents the run-time performance. We observed
that Depend4BL consume less time than state-of-the-art reverse
engineering tools: Titan [59] and ACDC [56]. The output of De-
pend4BL can be further summarized as patterns for developers to
detect code smell or extracted as machine learning features for bug
prediction of deep learning libraries.
Useful insights on within-project bug prediction techniques
for deep learning libraries. The result of RQ1-3 presents that
when analyzing bugs in deep learning libraries, the syntactic, his-
tory and semantic structures should be combined together, which
provides useful insights and hints on bug prediction techniques. We
take the union of syntactic, history and semantic structures as input
to construct bug predictor for deep learning libraries and evaluate its
performance to validate our findings. Following the work of Qu et al.
[47], we leverage a state-of-the-art network embedding technique:
Node2Vec [25] to automatically extract features from structures for
bug prediction. Obviously, this is a binary classification problem,
and we choose 8 representative classifiers from traditional machine

learning and deep learning algorithms respectively, including Deci-
sion Tree (DT), Naive Bayes (NB), Support Vector Machine (SVM),
Logistic Regression (LR), Random Forest (RF), Extreme Gradient
Boosting (XGB), Convolutional Neural Network (CNN), Long Short
Term Memory Recurrent Neural Network (LSTM). For each subject,
we use the pre-release history to predict post-release bugs, and di-
vide the revision history as: 80% for training and 20% for testing. For
the training set, we use SMOTE [16] technique to solve imbalance
problem, repeat the 10-fold cross-validation 10 times (10×10) to
reduce the bias, and use the grid search strategies to automatically
tune the hyper-parameters of classifiers [53]. For the testing set,
we evaluate the performance of classifiers using AUC, Accuracy
and F1-measure, which are frequently used in the evaluation of
bug prediction techniques. Table 6 presents the results of these
classifiers on studied subjects. We highlight the greatest scores and
observed that the results are promising achieving nearly over 90%
scores on all evaluated metrics and studied subjects. The results can
further be improved and extended in cross-project bug prediction
and fine-grained bug prediction at the line/method level.

6 THREATS TO VALIDITY
In this section, we discuss the threats to validity and limitation of
our study.
Internal threats. First, we only investigated the correlation, not
the causality, between dependency structures and bug locations in
deep learning libraries. We believe the presence of some bugs may
be caused by changes in dependency structures. We will further
explore this causality relationship in our future work. Second, we
heuristically set thresholds for determining history and semantic
structures according to previous studies [20]. It is unclear whether
these threshold settings will generalize our studied subjects.We also
manually inspected and confirmed generated dependency struc-
tures for studied projects. Third, we collect commits, history struc-
tures, and bug fixes for each subject, from the first to the latest
release. Prior research [58] suggested that if only recent history is
used, the result could be different. To validate our work, we recal-
culate the data, extracting history structures and bug fixes from
each subject’s most recent 3 years of revision history. The results
showed that specific bug frequency and churn ranking orders are
different, but the general conclusions are exactly the same. Finally,
our tool: Depend4BL may produce wrong results. To reduce this
threat, we made our tool open source and continue to repair bugs
that have been disclosed.
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Table 6: Performance of bug prediction onfive subjects using
the union of dependency structures with various classifiers.

Classifier Measure Caffe Keras Pytorch TensorFlow Theano
AUC 85.62% 76.54% 88.06% 86.76% 81.58%

DT [50] Accuracy 85.71% 75.50% 88.07% 86.76% 81.72%
F1-Measure 86.00% 75.38% 88.10% 86.80% 81.03%

AUC 80.96% 74.24% 82.82% 72.11% 81.87%
NB [49] Accuracy 81.43% 73.37% 82.76% 72.03% 81.53%

F1-Measure 83.54% 74.88% 81.66% 74.13% 81.76%
AUC 93.91%+ 83.90% 85.58% 89.88% 85.53%

SVM [43] Accuracy 94.37%+ 84.42% 85.53% 89.86% 85.54%
F1-Measure 95.12%+ 86.70% 85.56% 90.74% 85.42%

AUC 90.52% 75.63% 86.96% 75.79% 88.49%
LR [28] Accuracy 90.14% 76.38% 86.95% 75.80% 88.54%

F1-Measure 90.91% 79.83% 86.93% 73.99% 87.67%
AUC 91.41% 87.24% 88.62% 81.18% 83.64%

RF [44] Accuracy 91.55% 86.93% 88.63% 81.18% 83.63%
F1-Measure 92.50% 86.60% 88.66% 81.85% 83.67%

AUC 93.08% 87.39% 89.67%+ 91.51%+ 90.10%+
XGB [18] Accuracy 92.86% 86.93% 89.67%+ 91.51%+ 90.09%+

F1-Measure 92.96% 86.87% 89.67%+ 91.51%+ 90.11%+
AUC 92.90% 91.71%+ 84.27% 82.90% 84.58%

CNN [23] Accuracy 92.96% 91.55%+ 84.37% 82.96% 84.29%
F1-Measure 93.33% 91.89%+ 85.00% 82.54% 83.55%

AUC 91.33% 82.07% 87.74% 84.71% 85.14%
LSTM [19] Accuracy 90.14% 81.91% 87.74% 84.76% 85.54%

F1-Measure 91.57% 83.49% 87.77% 85.01% 84.89%

External Threats. The first threat comes from the quality of bug
fixes. Previous studies [26, 27] pointed out that a bug fix may not be
committed to fix bugs but to finish other tasks. To reduce this threat,
we manually collect expected bug fixes and further leverage related
methods like untangling changes [26] to remove noise. The second
threat comes from the chosen subjects. We intensively studied the
top 5 open-source deep learning libraries on Github in terms of stars
and forks. It is still uncertain whether our findings will generalize
to other open-source or industrial deep learning libraries. Studying
more subjects is our ongoing work. The third threat comes from
the imbalance problem of bug data, which is a common challenge
in machine learning and bug prediction. However, our objective is
to investigate dependency structures in deep learning libraries. To
mitigate this risk, we employ the sampling technique: SMOTE [16]
in our bug prediction in Section 5. Our ongoing work is to employ
advanced sampling techniques to address the imbalance problem.
Verifiability. To ensure the replicability of our study, we make the
tools and the data publicly available [3]. We also run statistical tests
to ensure that our measurements are statistically significant.

7 RELATEDWORK
In this section, we compare our work with related research.
Dependency Structure-based Bug Prediction. Leveraging vari-
ous dependency structures in bug prediction has been widely stud-
ied [15, 24, 42, 51, 57, 64]. Selby et al. [51] first extracted metrics
from syntactic structures to predict bugs in source files. Zimmer-
mann et al. [64] reported that network measures for syntactic struc-
tures are useful for constructing good bug predictors. Furthermore,
Cataldo et al. [15] derived density metrics from history structures

for defect prediction. Lin et al. [57] used deep neural networks to au-
tomatically learn features from semantic structures to improve bug
prediction. Cui et al. [20] conducted a comparative study of various
dependency structures in Apache open source projects. Compared
with these previous works, our study targets for validating the cor-
relation between dependency structures and bug locations in deep
learning libraries, which hasn’t been systematically investigated
yet. The results may benefit designing good bug predictors for deep
learning libraries.
Bug Analysis on Deep Learning Systems. There is also rich lit-
erature about bug analysis on deep learning systems. Zhang et al.
[62] investigated bugs of TensorFlow and classified them into 7 root
causes and 4 symptoms. Thung et al. [54] studied bug characteris-
tics in three deep learning systems: Mahout, Lucene, and OpenNLP,
including bug frequency, bug type, bug severity, bug impact, fix
duration, and fix effort. Humbatova et al. [29] summarized a taxon-
omy of bugs in deep learning systems. Islam et al. [30, 31] further
conducted an empirical study of bugs on deep neural networks
and summarized their bug fixing patterns. In particular, Shen et
al. [52] focused on bugs in deep learning compilers. Yan et al. [60]
studied numerical bugs in deep learning systems. Zhang et al. [61]
investigated bugs in Microsoft’s deep learning jobs. In compari-
son to previous bug analysis studies on deep learning systems, our
study starts with deep learning libraries, which are the foundation
of most deep learning systems. Our work focus on understanding
deep learning library bugs from the perspective of dependency
structures, as well as forecasting these bugs at an early stage by
utilizing dependency structures.

8 CONCLUSION
In this paper, we presented our systematic study on the correlation
between dependency structures and bug locations in deep learning
libraries. We conducted our study on the top 5 open-source deep
learning libraries on Github in terms of stars and forks, involving
279,788 revision commits and 8,715 bug fixes. Supported by De-
pend4BL, for each subject, we gathered three forms of dependency
structures: syntactic, history and semantic, and calculated their
interactions with bug locations. We investigated three research
questions based on these collected data. The results demonstrated
the independence and complementary nature of three dependency
structures in deep learning libraries, as well as their significant
association with bug locations and drastically different impacts. We
also presented a suite of qualitative and quantitative findings that
shed light on bug prediction techniques for deep learning libraries.
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